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Abstract. The EU AI Act requires providers of high-risk AI systems to establish
a Quality Management System (QMS) to monitor and document the AI system’s
design, quality, and risk. This paper introduces a new design concept for a QMS as
a SaaS web application and demonstrates its feasibility with an implemented pro-
totype. It connects directly to the AI system for verification and documentation and
enables the orchestration and integration of various sub-services, each tailored to
specific EU AI Act requirements. The prototype connects to the Phi-3-mini-128k-
instruct LLM as an example AI system and includes a risk and a data management
sub-service. The prototype is evaluated through an assessment of implemented re-
quirements and feedback from IT, AI, and legal experts.
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1. Introduction

Over recent years, the rise of Artificial Intelligence (AI) has introduced rapid advance-
ments and heightened risks, particularly in critical sectors like medicine, finance, and
law, where AI increasingly participates in or even controls decision-making processes.
To have risks under control, the European Union (EU) Commission introduced the EU
AI Act (AIA) in 2021, which came into legal force on 1 August 2024. Since 2021,
researchers from the legal tech, and information systems community have been work-
ing on standardized and unified implementations of the AIA. Many are mainly con-
cerned with developing theoretical ideas, processes, and frameworks on how AI compli-
ance management can be organized in a standardized and organized way (cf. [1,2,3,4]).
However, more research is needed on practical tools for efficiently implementing the
AIA and involving humans in the AI compliance management process. For instance, a
Quality Management System (QMS) responsible for verifying compliance is essential
for demonstrating adherence to AIA regulations, particularly for high-risk AI systems.
Therefore, this paper proposes a design concept for an all-in-one QMS solution illus-
trated in Figure 1. The goal is to offer a QMS as a Software-as-a-Service (SaaS) web
application, which includes several sub-services that function as independent systems.
These sub-services are organized into three core phases of the AI system lifecycle: pre-
development, post-development & pre-release, and post-release. Each sub-service can be
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Figure 1. Proposed design concept for a QMS based on the EU AI Act

individually designed to implement specific requirements of the AIA for high-risk AI
systems. The QMS shall assist AI system providers in managing compliance, verifica-
tion, and documentation processes for AI systems. It shall connect with the AI systems to
perform technical assessments directly within the QMS. The sub-services shall interact
with each other, allowing data to be transferred between them. For example, data from
the sub-service addressing Art. 9 AIA can be incorporated into technical documenta-
tion, which can then be submitted to national authorities as proof of compliance. Such a
QMS can enhance the traceability and reliability of AI compliance management, mak-
ing it more transparent and allowing for continuous improvement through process min-
ing techniques, as recommended by [5]. The paper begins with a review of related work
(Sect. 2), followed by a description of the QMS prototype, including its requirements
and architecture (Sect. 3). It then presents the evaluation (Sect. 4) and concludes with
final remarks (Sect. 5).

2. Related Work

A summary of the AIA is given, followed by related work dealing with the AIA.
EU AI Act: The AIA [6] aims to regulate the development, deployment, and use of AI
systems (Art. 3(1) AIA) and GPAI models (Art. 3(63) AIA) within the EU. The AIA
categorizes AI systems into four risk classes, i.e., unacceptable risk (Art. 5 AIA), high
risk (Art. 6 AIA), limited risk, and low risk. High-risk AI systems must adhere to the
most challenging requirements (Chap. 3 Sect. 2 AIA). They must demonstrate through
technical evaluation that despite being classified as high-risk, measures are in place to
limit risks effectively through their whole lifecycle. For that, a QMS (Art. 17 AIA) must
be established, which aims to structure a process to control all listed high-risk AI system
requirements, verify the AI system design, and assure its quality. Legal experts note that
many uncertainties remain in the AIA. [7] emphasizes that the AIA lacks specificity for
implementing high-risk AI system requirements. [7,8] highlight the heavy bureaucratic
demands and substantial resources needed for AI compliance management.
EU AI Act in Literature: Literature was searched, published in legal-tech (such as JU-
RIX, AI & Law, ICAIL, and AI and Ethics), and information systems (such as ICPM,
and BPM) journals and proceedings to identify theoretical, technical, and practical ap-
proaches to efficiently implement the AIA. Approaches for efficient, simplified risk class
categorization under the AIA have been presented [9,10]. Some literature was found de-
scribing structured approaches to efficiently implement requirements for high-risk AI
systems under the AIA. This includes strategies for Art. 9 AIA [11,12,13,14], as well
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as methods to enhance AI explainability to make black-box models more transparent,
supporting compliance with Art. 13 AIA [15] and Art. 14 AIA [16]. Additionally, work
discussing technical metrics to quantitatively assess AI systems’ risks and limitations are
presented as required in Art. 9 and 15 AIA [17,18,19]. Furthermore, research has been
conducted to develop theoretical frameworks and processes for AI auditing, ensuring
alignment with legal regulations like the AIA and ethical principles [1,2,3,20,21]. The
business process management community has taken up the AIA in recent research. [4]
use process modeling and execution to support reliable AI Fundamental Right Impact
Assessment (cf. Art. 29a AIA). [5] emphasize the advantages of process mining for op-
timizing AI compliance management processes. Furthermore, practical AI compliance
management systems like the proposed QMS approach have been introduced. For exam-
ple, [22] present careAI, a web-based application that provides questions and checklists
to evaluate an AI system’s risks, limitations, and benefits. [23] offer capAI, a framework
to reliably structure and conduct AI system conformity assessments. In contrast to the
design concept proposed in this paper, these tools are more akin to project management
frameworks and tools and do not enable technical assessments.

3. Quality Management System Design

The proposed QMS aims to support the AI compliance management process. First, the
high-level requirements for structuring and implementing the QMS are outlined, fol-
lowed by a description of the QMS architecture, designed to be modular and scalable,
enabling connections to AI systems and featuring individual sub-services tailored to AIA
requirements. The initial prototype QMS based on the proposed design concept connects
to the Phi-3-mini-128k-instruct Large Language Model (LLM) [24] as an example AI
system and includes a risk management (RMS) sub-service (cf. Art. 9 AIA) and a data
management and governance (DMDGS) sub-service (cf. Art. 10 AIA). LLMs were cho-
sen for this prototype due to their popularity and the availability of pre-trained, open-
source models on Hugging Face1. To demonstrate the prototype QMS’s capability for
technical assessments on the connected LLM, three performance metrics, one gradient-
based robustness metric, and one gradient-based explainability metric are implemented,
further detailed in the technical report [25]. The prototype’s code can be found in the
repository 2 published on GitHub.
Requirements: The QMS requirements are grouped into Legal Requirements (LRs) and
System Design Requirements (SDRs). The LRs shall primarily be based on the AIA,
specifically covering high-risk AI system requirements outlined in Art. 9-15 AIA for
each sub-service. Additionally, more detailed sub-service requirements can be elicited
using information from different legal acts, ISO standards, or scientific literature. The
SDRs, designed to support the QMS and sub-service implementation, are categorized
into three sub-types: human involvement, architecture, and computation and memory.
First, the user interface (UI) design and interaction specifications should encourage hu-
man involvement in checking and documenting AI systems. Second, architectural re-
quirements should ensure a modular design, a smooth flow of data and communica-
tion between the sub-services, and easy maintenance. Third, computational requirements

1https://huggingface.co
2https://github.com/henryk-mustroph/first_version_qmsAIA.git
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should guarantee the efficient execution of technical metrics, even for large AI systems
such as LLMs, to maintain optimal memory consumption and performance. The high-
level requirements are detailed in the technical report [25].
Architecture: The QMS architecture is based on a microservice design (cf. [26]). The
prototype QMS consists of an RMS, a DMDGS, and a user authentication service con-
taining their backend and database. The architecture of the prototype QMS is illustrated
in Figure 2. Users can interact with the UI implemented on the frontend. An API Gate-
way backend service orchestrates all user requests from the frontend and forwards each
request to the corresponding backend system. This data transfer structure and orches-
tration reduce complexity and improve modularity because adding sub-services to the
QMS does not alter existing data transfers. In the initial prototype, the RMS verification

Figure 2. Prototype QMS Architecture

component connects to the Phi3-mini-128k-instruct LLM. Technical metrics are imple-
mented to demonstrate that the AI system can be quantitatively assessed within the RMS
and, therefore, within the QMS. To enable a flexible implementation that supports vari-
ous AI systems (e.g., LLMs), AI characteristics (e.g., performance, robustness, explain-
ability), and specific methods based on these characteristics (e.g., gradient-based token
importance for LLM explainability), the Strategy Pattern, a behavioral software design
pattern [27] (p. 506), is used. Different model classes represent various AI systems, while
distinct strategies represent AI characteristics, ensuring a flexible and extendable design.
Additionally, all backends contain a communication component for frontend-backend-
database communication and data transfer.

4. Evaluation

The prototype QMS is accessible at https://power.bpm.cit.tum.de/qmsAIA/.
First, the requirements and implementation of the initial prototype are evaluated. Next,
the design of the prototype is assessed through a workshop with IT and AI experts and
an interview with a legal expert.
Requirements: The proof-of-concept prototype demonstrates the feasibility of the pro-
posed QMS design concept that connects to an AI system for technical assessments and
incorporates multiple sub-services, each serving a specific purpose. Human involvement
is facilitated through a web-based, service-oriented application. The QMS prototype uti-
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lizes a microservice architecture, enabling a modular and loosely coupled design to in-
tegrate multiple sub-services. However, computational and memory demands pose chal-
lenges, particularly for huge AI models such as LLMs. For instance, the Phi-3-mini-
128k-instruct, with 3.8 billion parameters, requires 30.4 GB of memory for a single for-
ward and backward pass at full float32 precision. Reducing precision to float16 halves
this requirement. The NVIDIA RTX 4090 GPU, with 24 GB of memory, can accom-
modate this LLM, which requires 15.2 GB in float16 to compute the implemented ro-
bustness and explainability metrics. The RMS is implemented based on the ISO 31000
guidelines [28] suggested by [13]. The RMS process includes component selection, risk
identification, analysis, assessment, and mitigation activities. Additionally, it incorpo-
rates design principles such as human involvement and standardized structures outlined
in [3] and utilizes technical metrics in the risk analysis step to assess the AI system’s
performance, robustness, and explainability. The DMDGS follows no specific verified
design and is kept basic. Future work will focus on developing comprehensive, com-
plete, and verifiable sub-services. To achieve this, ontology-based, vectorized database
schemes may be implemented as proposed by [29], enabling the detailed design of sub-
services tailored to AIA requirements and enriched with relevant information from asso-
ciated ISO standards. This approach will facilitate the implementation, and execution of
verified processes through workflow engines, as advocated by [4].
IT, AI, and Legal Experts: Following the guidelines provided in [30], a workshop with
seven experts in information systems, business process management, and AI was con-
ducted. A presentation and prototype QMS live demo were provided, continuing with a
focus-group discussion. Five of seven experts in the workshop agreed that such a QMS
would help increase efficiency when technically assessing AI systems, even if they men-
tioned that complex tasks might require manual inspection. LLMs whose outputs have no
pre-defined ground truth could be challenging to check automatically within the QMS.
Additionally, an interview with a legal expert following a qualitative content analysis
(QCA) was performed according to [31]. The legal expert evaluated the prototype pos-
itively. It was mentioned that the QMS has a sound, precise design and is, therefore,
easy to use, even for auditors with legal expertise but possibly less AI expertise, such
as potential auditors for national authorities or internal compliance team members and
auditors. Furthermore, it was confirmed that the QMS should be broad enough to accom-
modate and document all types of AI systems, including those not classified as high-risk,
simplifying any AI system’s internal compliance management process. Since only eight
experts from different domains have been asked, future work will expand the evaluation
by engaging a larger group of experts.

5. Conclusion

This paper introduces a design concept for an all-in-one QMS as a web application that
simplifies compliance verification and documentation for AI systems. Unlike most exist-
ing QMS tools, which primarily serve as project management tools to guide compliance
processes, this design enables direct assessment of AI systems within the QMS. The con-
cept is demonstrated with a proof-of-concept prototype. Future work will further develop
the various sub-services and conduct a broader evaluation to make the QMS even more
comprehensive.
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